CFD TECHNIQUE TO CALCULATE TUBE SKIN PEAK TEMPERATURES IN REFINERY FURNACES
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ABSTRACT

Tube skin peak temperature is one of the major parameters in furnaces operation since they determine the life of the tubes and the extent of an operation run. This parameter is very difficult to calculate appropriately in magnitude and location within the furnace, and commercial furnace simulators usually fail in its calculation. Computational fluid dynamics (CFD) is the only technique that calculates peak skin temperatures with great precision and accuracy since radiation and convective heat fluxes can be calculated taking into account every singularity of the geometry of the furnace and the burners. In this work, a technique is developed to calculate this parameter using CFD commercial code (Ansys Fluent) and an in-house furnace simulator (EcoFursim®). When results of the simulations are compared to data from different furnaces from Barrancabermeja refinery (Barrancabermeja, Colombia), a good agreement is observed. Refinery furnace is referred in this paper to fired heaters for non reacting heat up of hydrocarbons or petroleum crude.
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Las temperaturas pico de piel de tubo es uno de los principales parámetros que se controlan en la operación de hornos industriales ya que determinan la vida de los tubos y la extensión de una corrida de operación. Este parámetro es muy difícil de calcular con precisión y los simuladores comerciales de hornos suelen fallar en su cálculo. Dinámica computacional de fluidos (CFD) es la única técnica que calcula temperaturas pico de piel de tubo con gran precisión y exactitud ya que los flujos de calor irradiativos y convectivos pueden ser calculados tomando en cuenta cada particularidad en la geometría de los hornos y los quemadores. En este trabajo se desarrolla una técnica para calcular este parámetro usando código CFD comercial (AnsysFluent) y un software simulador de hornos propio (EcoFursim®). Los resultados son comparados con datos de hornos de la refinería de Barrancabermeja (Barrancabermeja, Colombia) y se observa buena concordancia. En esta publicación, los hornos de refinería se refieren a calentadores por fuego directo para el calentamiento no reactivo de hidrocarburos o petróleo.

Palabras clave: Método multizona, Simulador de hornos, Flujos de calor, Radiación, Llama, Hornos de refinería, Simulación, Software, Dinámica de fluidos, Quemadores.

RESUMO

As temperaturas pico de pele de tubo é um dos principais parâmetros que são controlados na operação de fornos industriais já que determinam a vida dos tubos e a extensão de uma corrida de operação. Este parâmetro é muito difícil de calcular com precisão e os simuladores comerciais de fornos acostumam falhar em seu cálculo. Dinâmica computacional de fluidos (CFD) é a única técnica que calcula temperaturas pico de pele de tubo com grande precisão e exatidão já que os fluxos de calor irradiativos e convectivos podem ser calculados considerando cada particularidade na geometria dos fornos e dos queimadores. Neste trabalho é desenvolvida uma técnica para calcular este parâmetro usando código CFD comercial (AnsysFluent) e um software simulador de fornos próprio (EcoFursim®). Os resultados são comparados com dados de fornos da refinaria de Barrancabermeja (Barrancabermeja, Colômbia) e uma boa concordância é observada. Nesta publicação, os fornos de refinaria se referem a aquecedores por chama direta para o aquecimento não reativo de hidrocarbonetos ou de petróleo.

Palavras-chaves: Método multi-zona, Simulador de fornos, Fluxos de calor, Radiação, Chama, Fornos de refinaria, Simulação, Software, Dinâmica de fluidos, Queimadores.
1. INTRODUCTION

Tube skin temperature is one of the key parameters to be controlled in industrial furnaces operation since they determine the life of the tubes and the extent of an operation run. Furnaces tubes may rupture when skin temperatures are above the limit given by the metallurgy of the material, which is usually 1200°F (922,05K) for 5Cr-0.5Mo steels. A rupture of tubes in operation is one of the worst scenarios that a process engineer could face; hence, proper calculation of tube skin peak temperature is probably the most important parameter that a simulation of a furnace should accomplish.

The most traditional method to simulate industrial furnaces has been the multi-zone method (Hottel, 1974) and it is used by most of the commercial furnace simulators. The reason for its popularity is the efficacy to calculate mean heat fluxes and its simplicity, which makes it ideal for implementation in a complete programming code for furnaces simulation. The multi-zone has been very popular in the last 30 years, but with the rise of the CFD codes and multi-core computers, it has become obsolete.

In the multi-zone method, furnaces are divided into zones of equal properties, small singularities of the geometry are difficult to be taken into account with the zones and many approximations must be made. Tubes must be replaced for an equivalent plane surface and its emissivity is calculated by equations based on geometric factors. The fluid-dynamics and combustion patterns of the flame must be previously known; therefore, empirical equations or experimental data must be available. Given the simplifications involved in the multi-zone, mean heat fluxes are properly calculated, but peak heat fluxes usually not.

In order to calculate tube skin temperatures, most commercial furnace simulators use the API 530 “Calculation of Heater-Tube Thickness in Petroleum Refineries” or similar techniques. In the API 530, peak heat fluxes are estimated from circumferential factors taken from curves based on the work of Hottel (McAdams, 1954). These curves are not available for shield tubes where very often peak skin temperatures are found.

All these difficulties previously mentioned are overcome with CFD simulation. The geometries can be built exactly and fluid-dynamics and combustion patterns of the flame can be calculated with different methods available in commercial CFD codes; also, convective and radiative heat fluxes can be calculated in detail. CAD (Computer Aided Design) geometries of furnaces can be meshed into millions of cells depending upon the computational resources available, but with a multi-core computer or cluster, plenty of RAM memory and parallel computing, large industrial furnaces can be simulated even when the gas tips are several times smaller than the furnace itself, demanding a lot of mesh to be properly modeled.

EcoFursim® is an in-house furnace simulator developed at the Ecopetrol S.A. - Instituto Colombiano de Petróleo (ICP). It uses the multi-zone method and the API 530 to calculate heat fluxes and tube temperatures, respectively. EcoFursim® is specialized in hydrocarbon and petroleum simulation, it has its own characterization package and thermodynamic package. For more detailed information, see Díaz and Castro (2010). EcoFursim® is necessary as a starting point for the CFD simulations developed in this work because the furnaces simulated charge hydrocarbon or petroleum feeds and CFD commercial codes are not the best tool available for hydrocarbon simulation, as it will be explained further in this paper.

After many simulations of refinery furnaces developed with EcoFursim®, it was found that mean heat fluxes are responsible to heat up the feed. Since they are properly calculated with the multi-zone method, outlet temperatures of the feed are also properly calculated. (Díaz & Castro, 2010). However, based on real data, it was found that tube skin peak temperatures were not accurately calculated with the multi-zone method, neither in location nor in magnitude within the furnace. Therefore, CFD is the only technique available to accurately calculate this parameter, considered by the authors as the main goal that a simulation of an industrial furnace should accomplish. The authors did not find publications on CFD simulation of refinery furnaces focused on tube temperatures, since most of the research available in the literature on CFD simulation of furnaces has been performed on cracking furnaces such as Heynderickx, Oprins, Marin, and Dick (2001), Oprins and Heynderickx (2003), Stefanidis, Merci, Heynderickx and Marin (2006), Habibi, Merci and Heynderickx (2007), Stefanidis, Merci, Heynderickx and Marin (2007),
Arrieta, Cadavid and Amell (2011). In these studies, the combustion in the furnaces was simulated in CFD using different combustion and radiation models, but the tube skin temperatures were calculated by a different source rather than the CFD model itself. This separate source is commonly a computer code where all the cracking reactions are modeled, and physical properties and tube skin temperatures are calculated. This temperature is the same for the entire perimeter of the tube; it means there are not peak or medium skin temperatures. This is a good approach for cracking furnaces where tubes receive practically the same radiation from all sides. However, most refinery furnaces, as those simulated in this work, have refractory backed tubes and the incident radiation can be several times bigger in the point where the tube faces the flame. A clear graph of incident radiation on tubes can be found in Hewitt, Shires and Bott (1994). The main objective of this work is to propose a technique to calculate tube skin peak temperatures in refinery furnaces. In order to accomplish this objective, the CFD model calculates the skin temperature through the entire perimeter of the tube, and the temperature and the heat transfer coefficients of the fluid are calculated by a different source (EcoFursim©).

The petroleum crude is simulated by a mixture of characterized pseudo-components or cuts. These are calculated from the partition of the TBP curve (True Boiling Point) as on Figure 1. Densities are calculated through the K_w and the rest of the properties of the cuts are calculated with correlations such as API TDB (1997), Aladwani and Riazi (2005) and Twu (1984). A thermodynamic package is necessary to calculate the VLE (Vapor Liquid Equilibrium) and the properties of this multi-component mixture. This complex procedure is finely executed by commercial process simulators as well as EcoFursim©. To implement this procedure in a CFD code can be extremely complicated and unnecessary if the previously mentioned tools are available. Besides, not simulating petroleum in CFD is an important reduction in computational effort.

Experimental tube skin temperatures presented in this work were measured with a FLIR P50 F NTSC thermographic camera with an emissivity of 0.85 and a distance of 10 m, measurement errors are ± 2°F. Experimental gas temperatures were measured with thermocouples installed within the furnaces. Recommended practices used for temperature measurements in furnaces were taken from the API 573 “Inspection of fired boilers and heaters”.

![Figure 1. Characterization into pseudo-components of a petroleum-blend, from Díaz and Castro (2010).](image)

### 2. CFD TECHNIQUE TO SIMULATE FURNACES

#### Meshing

Computational resources available are a key issue when simulating in CFD. Due to the huge size that industrial furnaces have and the miniature size of the gas tips, meshes for this kind of simulations often have over 1 million cells. In order to reduce the size of the meshes, the authors the symmetric characteristics of furnaces must be taken advantage of. It is a good practice to isolate the burners from the radiation chamber and connect them by a non-conformal mesh interface. In this way, the radiation chamber can be meshed with structured hexahedrons and the burners with unstructured cells of any form. However, in the interface it is recommended to maintain the variation in size of the elements between 1 - 1,2 to avoid interpolation errors. In Figure 2, the meshed geometry and the interface between the burner and the radiation chamber of one of the furnaces simulated in this work is observed. For better clarity of the full geometry of this furnace, see Figure 9.

#### Boundary conditions

When the CAD geometry of the furnace is built a hole is left in the place where the tubes are located, the remaining wall boundary would be the surface of the tubes. Boundary conditions at this wall must be care
fully selected and calculated since tube skin temperature is a highly sensible parameter and difficult to calculate accurately. Many factors intervene in its calculation such as fouling, heat transfer coefficient, coke deposition, etc. The boundary conditions to be provided to the simulation are as follows:

- Heat transfer coefficient.
- Temperature.
- Emissivity (0.94 for clean new tubes, 0.85 for fouled old tubes).
- Wall thickness.

The bulk temperature of the fluid can be provided to the simulation as boundary condition but not the fluid film heat transfer coefficient. It must be treated to include the effect of fouling, wall thickness and coke deposition; 

\[
U_g = \frac{R_B D_o}{D_i} + \frac{D_o}{2K_{ab}} \ln \left( \frac{D_i}{D_o} \right) + RC + \frac{D_o}{HH \cdot D_i}
\]

\[RB = FRL \cdot H_{Uf} + FRV (1-H_{Uf})\]

\[RC = \frac{D_i}{2K_{coke}} \ln \left( \frac{D_i}{D_{coke}} \right)\]

\[D_{coke} = D_i - 2e_{coke}\]

Equation 2 is for two-phase flows and it should be used in case of wave, stratified or slug flow patterns. For Bubble, plug, froth or annular patterns, use only the fouling resistance of the liquid. For mist, use only the fouling resistance of the vapor.

In this work inside film heat transfer coefficients and fluid temperatures were calculated with the software EcoFursim© and used in the equations proposed. Fouling resistance is a parameter difficult to determine and is purely empiric. Based on experimental data and CFD simulations, for light hydrocarbons and gases, we recommend the value of 0.0005 m² K/W - 0.0006 m² K/W. For heavy hydrocarbons, we recommend 0.001 m² K/W - 0.002 m² K/W in tubes with operation time over 20000 hours. These fouling resistances are based on data from Thome (2010). For the refractory walls, the outside heat transfer coefficient can be calculated with Churchill’s (1983) method for natural convection. Figure 3 presents global heat transfer coefficients obtained...
Fluid flow

The equations that describe the three dimensional stationary fluid flow in furnaces are RANS based (Reynolds Average Navier Stokes), the flow can be considered incompressible since high Mach numbers are not presented. The realizable $k$-$\varepsilon$ model (Shih, Liou, Shabbir & Zhu, 1995) can be used for proper turbulence modeling since there are not severe pressure gradients or strong streamline curvatures although moderate swirl is expected.

The realizable $k$-$\varepsilon$ differs from the standard $k$-$\varepsilon$ in the calculation of $\mu_t$ and the transport equation of $\varepsilon$, this yields superior performances in swirling flows. Equations 5 to 9 describe conservation of mass and momentum, energy and turbulence modeling.

$$\frac{\partial}{\partial x_j} (\rho u_i) = 0$$

$$\frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \frac{\partial \rho}{\partial x_i}$$

$$\frac{\partial}{\partial x_j} (\rho k u_i) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_i} \right] + G_k - \rho \varepsilon$$

$$\frac{\partial}{\partial x_j} (\rho \varepsilon u_i) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_i} \right] + \frac{\rho C_1 S \varepsilon - \rho C_2 \varepsilon^3}{K + \sqrt{\nu \varepsilon}}$$

$$\frac{\partial}{\partial x_j} (\rho H u_i) = \frac{\partial}{\partial x_j} \left( \frac{k}{C_p} \frac{\partial T}{\partial x_i} \right) + Q_{rad}$$

Where $\mu = \mu + \mu_t$; $G_k = \mu_t S^3$; $S = \sqrt{2 S_y S_y}$;

$$S_y = 0.5 \left( \partial u_i / \partial x_j + \partial u_j / \partial x_i \right)$; $C_1 = \max \left[ 0, 43, \eta / \eta + 5 \right]$;

$$\eta = S k / \varepsilon$$; $\mu_t = \rho C_t \left( k^2 / \varepsilon \right)$; $C_t = (A_0 + A_1 U^* / \varepsilon)^{-1}$

$$U^* = \sqrt{S_y S_y + \Omega_y \Omega_y}; \quad A_0 = \sqrt{6} \cos \phi; \quad A_1 = (1/3) \cos \phi / \sqrt{6} W$$

$$W = S_y S_y S_k \sqrt{S_y S_y}; \quad \Omega_y = \sqrt{S_y S_y}; \quad k_t = \mu_t C_p / 0.85$$

The constants for the realizable $k$-$\varepsilon$ are: $A_0 = 4.04$; $C_{1e} = 1.44$; $C_2 = 1.9$; $\sigma_k = 1.0$; $\sigma_\varepsilon = 1.2$. The realizable, as well as the other $k$-$\varepsilon$ models, requires maintaining the $y^+$ coefficient between 30 - 300 in order to use the standard wall functions as proposed by Launder and Spalding (1974). Thus, the cells at the walls were rigorously sized to fulfill this constraint.

Combustion

The mathematical model selected for non premixed turbulent combustion modeling was the PDF/mixture fraction (Probability Density Function). The mixture fraction is a good approach for turbulent flows where turbulent convection overwhelms molecular diffusion. Other models such as Finite Rate and Eddy Dissipation can be used for non-premixed combustion but they require solving one equation for each species involved in the combustion; being the fuel gas a mixture of different gases (See Table 1), the number of equations would generate a giant computational effort. On the other hand, with the mixture fraction only two equations have to be solved, one for the mean mixture fraction and one for the mixture fraction variance and all of the species mass fractions, density and temperature are contained in a PDF
table (Cant & Mastorakos, 2008). As the compositions of the species are calculated at equilibrium, incomplete combustion and intermediate species are not properly calculated, but temperatures and flame patterns are, as it is needed in this work. Equations 10 and 11 describe the mixture fraction model.

\[
\frac{\partial}{\partial x_j} \left( \rho u_j \right) = \frac{\partial}{\partial x_j} \left( \frac{\mu_e}{\sigma_e} \frac{\partial f}{\partial x_j} \right)
\]

(10)

\[
\frac{\partial}{\partial x_j} \left( \rho u_j f^2 \right) = \frac{\partial}{\partial x_j} \left( \frac{\mu_e}{\sigma_e} f^2 \right) + C_d \mu_l \left( \frac{\partial f}{\partial x_j} \right)^2 - C_d \rho \frac{E}{k} f^2
\]

(11)

Where \( f' = f - f \) and the constants \( \sigma_e = 0.85; C_g = 2.86; C_d = 2.0 \). Balances for every single component involved in the combustion are not necessary since the instantaneous values of mass fractions, density, and temperature depend solely on the instantaneous mixture fraction (Ansys Fluent, 2011), see Equation 12.

\[
\varphi_i = \varphi_i(f, H)
\]

(12)

<table>
<thead>
<tr>
<th>Specie</th>
<th>Molar fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>0.27163</td>
</tr>
<tr>
<td>H₂</td>
<td>0.2919</td>
</tr>
<tr>
<td>N₂</td>
<td>0.04541</td>
</tr>
<tr>
<td>O₂</td>
<td>0.0056</td>
</tr>
<tr>
<td>C₃H₆</td>
<td>0.17461</td>
</tr>
<tr>
<td>C₄H₁₀</td>
<td>0.03584</td>
</tr>
<tr>
<td>C₅H₁₂</td>
<td>0.00489</td>
</tr>
<tr>
<td>C₆H₁₄</td>
<td>0.15109</td>
</tr>
<tr>
<td>C₇H₁₄</td>
<td>0.01904</td>
</tr>
</tbody>
</table>

Table 1. Composition of the fuel gas.

Radiation

In order to calculate accurate skin temperatures, heat fluxes have to be accurately calculated; therefore, (Discrete ordinates) DO was selected since it is the more rigorous radiation model available; besides, DO suits for all the range of optical thickness. Equation 13 is the no scattering, gray gas DO radiation model.

\[
\nabla \left( I(\vec{r}, \vec{s}) \vec{s} \right) + a l(\vec{r}, \vec{s}) = a n^2 \frac{\sigma T^4}{\pi}
\]

(13)

The products of combustion CO₂ and H₂O are not transparent to radiation and must be included in the emissivity of the mixture of gases, Equation 14. This is calculated with the weighted-sum-of-gray-gases model (WSGGM) as presented by Hottel and Sarofim (1967); this is a widely accepted approach because it is not as simple as the gray gas assumption, but not as complex as taking into account every gas absorption band. The absorption coefficient is calculated with Equation 15.

\[
E_m = \sum_{\nu \in \lambda} a_{\nu, \lambda} (T) \left( 1 - e^{-\alpha_{\nu, \lambda} \beta L} \right)
\]

(14)

\[
a = - \ln \left( 1 - \frac{E_m}{I} \right)
\]

(15)

The DO model is very sensitive to the theta/phi divisions and the theta/phi pixels. The more divisions and pixels the model has, the more computationally expensive it becomes. In order to determine the optimal number of theta/phi divisions and theta/phi pixels, furnace in case study 2 was simulated using variations in Table 2, and tube skin temperatures calculated where compared in Figure 4.

Table 2. Variations in theta/phi divisions and theta/phi pixels.
Based on Figure 4, we recommend that at least 3x3 divisions/pixels in the DO radiation model should be used in simulations where tube skin temperatures need to be accurately calculated.

**Numerical solution**

The radiation chambers in the furnaces simulated were meshed with hexahedrons. As a result, we constructed a grid which is basically aligned with the flow. This allowed us to use first order upwind as discretization scheme without incurring in significant false diffusion (See Versteeg and Malalasekera, 1995). The discretization scheme selected to calculate the pressure term was the PREs sure STaggering Option (PRESTO!) which is recommended when swirling flows or buoyant effects are expected (Ansys Fluent, 2011). As the solver selected is pressure-based, the SIMPLE algorithm (Patankar, 1980) was selected as scheme for pressure-velocity coupling.

**Convergence of the model**

A high quality CFD simulation must be mesh-independent; in this case, the meshes were refined until calculated tube skin temperatures in the furnaces remained unaltered. Furnace in case study 1 required 1.8 million cells and furnace in case study 2 required 2.5 million cells to be mesh-independent.

The key parameter to determine the convergence of the CFD models presented in this work was the energy unbalance which was assured to be lower than 1% of the inlet energy in one burner. This goal required a lot of iterations, around 5,000 - 6,000. Other parameters to check convergence such as mass unbalance, equation residuals and invariability of the calculated results will be attained if the energy unbalance is assured as already explained.

**3. CASE STUDY 1: FURNACE H2001**

Furnace H2001 is typical box type configuration with 12 burners located in the floor and refractory-backed radiant tubes in a single row. The 2 burners located in both end walls are not symmetrical but the remaining 10 are indeed symmetrical between each other. Therefore, only half a burner needs to be simulated, the side boundaries would be symmetry axes. These symmetry axes are already defined on Figure 5.
Furnace H2001 has two passes for the feed, but only one is simulated in EcoFursim© because both passes are expected to be equal. Tubes are numbered from top to bottom. Furnace dimensions and operating conditions are summarized in Table 3, values taken for $\varepsilon_{\text{coke}}$ are based on historical plant data and photograph files. Figure 6 is one of the images obtained in the thermographic study of furnace H2001 and shows the shield tube bank.

**Table 3.** Furnace Dimensions and operating conditions of furnace H2001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radiation chamber</strong></td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>8 m</td>
</tr>
<tr>
<td>Length</td>
<td>17 m</td>
</tr>
<tr>
<td>Width</td>
<td>3 m</td>
</tr>
<tr>
<td><strong>Coil</strong></td>
<td></td>
</tr>
<tr>
<td>Number of tubes</td>
<td>44</td>
</tr>
<tr>
<td>Number of passes</td>
<td>2</td>
</tr>
<tr>
<td>External diameter 1</td>
<td>0.1683 m</td>
</tr>
<tr>
<td>External diameter 2</td>
<td>0.219 m</td>
</tr>
<tr>
<td>$\varepsilon_{wm}$ [last 4 tubes only]</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>Fouling</td>
<td>0.001 m$^2$/kW</td>
</tr>
<tr>
<td>Operation time</td>
<td>20 000 h</td>
</tr>
<tr>
<td><strong>Feed</strong></td>
<td></td>
</tr>
<tr>
<td>Petroleum blend around 25°API</td>
<td></td>
</tr>
<tr>
<td>Firing conditions</td>
<td></td>
</tr>
<tr>
<td>Fuel gas flow rate</td>
<td>0.0692 kg/s</td>
</tr>
<tr>
<td>Air flow rate</td>
<td>1.3351 kg/s</td>
</tr>
<tr>
<td><strong>Material properties</strong></td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity of refractory</td>
<td>0.3172 W/m-K</td>
</tr>
<tr>
<td>Thermal conductivity of tubes</td>
<td>31.35 W/m-K</td>
</tr>
<tr>
<td>Emissivity of refractory</td>
<td>0.6</td>
</tr>
<tr>
<td>Emissivity of tubes</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Figure 7 are the contours of temperature calculated for H2001 on the symmetry plane, tubes and furnace walls. Figure 7 is zoomed in the shield tube bank where tube skin peak temperatures are found. Results of the CFD simulation are compared with a simulation of the same furnace performed with the software EcoFursim© and real data in Figure 8 and Table 4.

Figure 8 shows that tube skin peak temperatures calculated with the CFD simulation are very similar to measured values with less than 2% error. However, tube skin peak temperatures calculated with EcoFursim© present a mean error of 9%; although, gas and feed temperatures are very accurate as seen on Table 4. The reason for this disparity is the peak and medium heat fluxes calculated with the multizone method and the API 530.

**Table 4.** Gas temperatures out of radiation chamber and outlet temperatures of feed in furnace H2001.

<table>
<thead>
<tr>
<th>T. (K)</th>
<th>EcoFursim©</th>
<th>CFD</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>T. gas out rad.</td>
<td>1210,34</td>
<td>1220,1</td>
<td>1205,3</td>
</tr>
<tr>
<td>T. feed out</td>
<td>642,51</td>
<td>-</td>
<td>643</td>
</tr>
</tbody>
</table>
In Table 5, we can see that medium heat fluxes are very similar to both computational methods. They are probably more accurate with EcoFursim©, since temperatures in Table 4 are closer to measured values. We can conclude two different issues: Medium heat fluxes are very well calculated with the multi-zone method, and they are in charge of heating up the crude feed, which properties are also correctly calculated with EcoFursim© thermodynamic package. Nevertheless, there is a marked difference between calculated peak heat fluxes; these were calculated with the multi-zone method and the API 530 in EcoFursim©.


<table>
<thead>
<tr>
<th>Zone</th>
<th>Medium Heat fluxes (W/m²)</th>
<th>Peak Heat fluxes (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EcoFursim©</td>
<td>CFD</td>
</tr>
<tr>
<td>Total</td>
<td>38 198</td>
<td>36 228</td>
</tr>
<tr>
<td>Tube 14</td>
<td>43 471</td>
<td>44 727</td>
</tr>
<tr>
<td>Tube 22</td>
<td>43 471</td>
<td>44 727</td>
</tr>
</tbody>
</table>

Peak heat fluxes are responsible for peak skin temperatures and EcoFursim© cannot properly calculate the strong radiative and convective peak heat fluxes that reach the shield tubes of furnace H2001 (tubes 1 to 6), because of two reasons: Strong convective heat fluxes are much more accurately calculated with CFD than

with empirical methods available in the literature. Hottel curves in the API 530 are not available for shield tubes, and circumferential factors have to be extrapolated from similar curves.

In tube 19, a markedly strong peak heat flux is calculated by EcoFursim©, related to the circumferential factor estimated from Hottel curves in the API 530. Tubes 1 to 18 are 6” diameter and tubes 19 to 22 are 8” diameter. This difference in diameter causes an over-estimation of the circumferential factor, which is a function of the ratio tube spacing/tube diameter.

4. CASE STUDY 2: FURNACE H1304

Furnace H1304 is a typical box type with 4 burners located at opposite end walls. Tubes are refractory-backed in a single row and there is no convection section. It has 6 passes for the feed; because of symmetry, only half a furnace and 3 passes are simulated. CAD geometry of furnace H1304 is in Figure 9. Furnace Dimensions and operating conditions are summarized in Table 6. Figure 10 is one of the images obtained in the thermographic study of furnace H1304, and shows the first tubes from the floor to the top. Tubes are numbered from top to bottom, thus tube 21 is the closer to the flame.

The location of tube skin peak temperatures within the furnace is clearly seen in Figure 11. One would expect the peak temperatures in the middle of the furnace, but
because of fluid dynamics related to this furnace and internal characteristics, peak temperatures are found closer to the right end wall. This particular phenomenon can only be simulated with CFD.

Figure 12 shows how tube skin peak temperatures are accurately calculated with CFD simulation, errors in calculation are below 2%. Data calculated with EcoFursim® present a mean error of 10%. All data calculated in both methods for pass 1 are very similar. This is because pass 1 is the furthest from flames and strong peak heat fluxes are not presented. However, in the last tubes a marked difference between EcoFursim® and CFD results is seen. The reason is the strong peak heat fluxes presented near the flame, which are only properly calculated in the CFD simulation.

Values on Tables 7 and 8 permit to conclude the next issues: Gas temperatures and medium heat fluxes...
are accurately calculated with the multi-zone method in EcoFursim©. These fluxes are in charge of heating up the feed, which properties are correctly calculated with EcoFursim©. The result is an accurate calculation of feed outlet temperature. Peak heat fluxes calculated near the flame are not properly calculated with the multi-zone method and the API 530 in EcoFursim© as observed on tube 21 on Table 8. Figure 12 shows that the closer tubes are from flame, the more inaccurate peak skin temperatures are calculated.

**Table 7.** Gas temperatures out of radiation chamber and outlet temperatures of feed in furnace H1304.

<table>
<thead>
<tr>
<th>T. (K)</th>
<th>EcoFursim©</th>
<th>CFD</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>T. gas out rad.</td>
<td>896,17</td>
<td>923,38</td>
<td>912,61</td>
</tr>
<tr>
<td>T. feed out</td>
<td>787,35</td>
<td>-</td>
<td>787,55</td>
</tr>
</tbody>
</table>

**Table 8.** Heat fluxes in furnace H1304.

<table>
<thead>
<tr>
<th>Medium Heat fluxes (W/m²)</th>
<th>EcoFursim©</th>
<th>CFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>28 299</td>
<td>29 967</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Peak Heat fluxes (W/m²)</th>
<th>EcoFursim©</th>
<th>CFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube 21</td>
<td>45 281</td>
<td>86 893</td>
</tr>
</tbody>
</table>

5. DISCUSSION

The multi-zone method and the API 530 cannot properly calculate strong peak heat fluxes because of several reasons. There are many simplifications involved in the use of these methods; let’s discuss the three main reasons:

- Circumferential factors: Peak heat fluxes are estimated from circumferential factors taken from Hottel curves which are available for only 4 types of tube arrangements. Significant errors are found when there are changes in tube diameter in the coil (See Figure 8).
- Flame patterns are necessary to estimate the release of heat from combustion in every zone, these patterns are difficult to obtain and are simplified to semi-empirical equations.
- Convective heat transfer correlations: These are necessary to calculate convective fluxes and are only available in the literature for a very reduced number of coil arrangements and furnace tube geometries.
- In many cases, there are small singularities of the furnace and the burners that generate localized peak heat fluxes. Singularities like this are seen on Figure 11, where peak temperatures are located closer to the right end wall of furnace H1304, and only the CFD simulation could reproduce this phenomenon.

6. CONCLUSIONS

- Contours of temperature found in CFD simulation, as those on Figure 11, can be extremely detailed and accurate to determine the exact location of warmer spots and tube skin peak temperatures. This valuable information could be used to determine the location of thermocouples within a furnace.
- The method proposed to calculate global heat transfer coefficients in equations 1 to 4 is very useful because the feed of the furnace does not have to be simulated in the CFD model, which is an important reduction in computational effort. Besides, all the properties necessary to calculate the heat transfer coefficients can be more accurately calculated with commercial process simulators or specialized software like EcoFursim©. The good accuracy and precision found in all the tube skin temperatures calculated in this work, demonstrates the efficacy of the technique proposed to simulate furnaces using CFD.
- Two situations are presented in Figure 8: First, tube skin peak temperatures in shield zone (tubes 1 to 6) are correctly calculated with CFD with a mean error of 1% and inadequately calculated with EcoFursim© with a mean error of 9%. For the rest of the tubes, both simulations present a similar mean error of 3%,
except for tube 19, whose overestimation in EcoFursim© was already explained. Shield tubes of furnace H2001 receive a strong heat flux, due to the length of the flames. These fluxes are calculated very different in both simulations (see table 5). EcoFursim© cannot accurately simulate the long flames and the strong convective fluxes that reach the shield tubes while the CFD simulation could, as seen on the tube skin peak temperatures.

- The same two situations are presented in Figure 12. Tubes 1 to 10 are far from the flame and peak temperatures are similar and properly calculated in both simulations with a mean error below 1%. A different condition is presented in tubes 17 to 21, which are closer to the flame. Peak temperatures are only properly calculated with the CFD simulation with a mean error below 2%, while EcoFursim© presented a mean error of 10%. The cause is the strong localized peak heat fluxes that reach these tubes (see Table 8). EcoFursim© cannot accurately simulate the deviation of the flames found in H1304 that caused a localized peak heat flux while the CFD simulation could reproduce this phenomenon which can be seen on Figure 11.

- The Hottel multi-zone method is extremely useful to calculate medium heat fluxes and gas temperatures. Because medium heat fluxes are in charge of heating up the feed, outlet temperatures are usually accurately calculated. The API 530 method is very useful to calculate peak skin temperatures when strong peak heat fluxes are not presented. In the case of tubes with strong heat fluxes, the multi-zone method and the API 530 are not recommended by the authors of this work; errors in calculations around 10% should be expected. The CFD technique exposed in this work is recommended if the purpose of the simulation is to calculate accurate tube skin peak temperatures.

- EcoFursim©, as well as other commercial furnace simulators, does not have the proper mathematical models to calculate accurate tube skin peak temperatures found in furnaces when tubes are reached by strong peak heat fluxes. Deviation of the flames, internal temperature unbalance, localized flow of gases, or similar singularities that are beyond the capabilities of the multizone method, can be calculated with CFD simulation.
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NOTATION

$K_w$  
Watson characterization factor

$U_g$  
Global heat transfer coefficient to be provided to the CFD code (W/m²·K)

$D_o$  
Outside diameter of tube (m)

$D_i$  
Inside diameter of tube (m)

$D_{coke}$  
Real inside diameter of tube when coke is deposited (m)

$H_h$  
Inside diameter of tube (m)

$K_{tube}$  
Thermal conductivity of tube and coke (W/m·K)

$FRL, FRV$  
Fouling resistance of liquid and vapor in feed (m²·K/W)

$H_{UP}$  
Liquid holdup in feed

$P$  
Absolute pressure (Pa)

$RC$  
Coke resistance (m²·K/W)

$RB$  
Fouling resistance (m²·K/W)

$x_{ij}$  
Coordinate in the $i, j$ direction

$u_{ij}$  
Velocity component in the $i, j$ direction (m/s)

$C_1, C_2, C_μ, A_0, A_s, U_*, C_{1c}$  
Constants for the $rke$ model

$f$  
Mixture fraction

$ar{f}$  
Favre mean (density-averaged) mixture fraction

$f'$  
Mixture fraction variance

$C_{g}, C_d$  
Constants for the mixture fraction model

$k$  
Turbulent kinetic energy per unit mass (m²/s²)

$G_k$  
Production of turbulent kinetic energy term (J/m³/s)

$I$  
Radiation intensity (J/m²/s)

$H$  
Effective enthalpy per unit mass (J/kg)

$S$  
Inverse of the mean shear time scale (s⁻¹)

$k_t$  
Turbulent conductivity (J/m/s/K)

$C_p$  
Specific heat at constant pressure (J/kg/K)

$Q_{rad}$  
Net volumetric rate of radiative heat release (J/m³/s)

$S_{ij}$  
Mean strain rate tensor

$ar{S}$  
Modulus of the mean strain rate tensor

$\vec{r}$  
Position vector

$\bar{s}$  
Direction vector
NOTATION

\begin{align*}
a & \quad \text{Absorption coefficient (m}^{-1}\text{)} \\
T & \quad \text{Temperature (K)} \\
E_m & \quad \text{Total emissivity over the distance L} \\
a_{E,i} & \quad \text{Emissivity weighting factor for the ith gray gas} \\
a_{C,i} & \quad \text{Absorption coefficient of the ith gray gas (m}^{-1}\text{)} \\
P_p & \quad \text{Sum of the partial pressures of absorbing gases (Atm)} \\
L & \quad \text{Path length (m)}
\end{align*}

GREEK LETTERS

\begin{align*}
\varepsilon_{\text{coke}} & \quad \text{Coke layer thickness (m)} \\
\rho & \quad \text{Mean density (kg/m}^3\text{)} \\
\mu_e, \mu_t, \mu & \quad \text{Effective, Turbulent and Molecular viscosity (Pa}\cdot\text{s)} \\
\varphi_i & \quad \text{Instantaneous species mass fraction, density or temperature} \\
\delta_{ij} & \quad \text{Kronecker delta} \\
\sigma_k, \sigma_\varepsilon & \quad \text{Turbulent Prandtl number for } k \text{ and } \varepsilon \\
\varepsilon & \quad \text{Dissipation rate of turbulent kinetic energy per unit mass (m}^2\text{/s}^3\text{)} \\
v & \quad \text{Kinematic viscosity (m}^2\text{/s)} \\
\eta & \quad \text{Turbulence to mean shear time scale ratio} \\
\Omega_{ij} & \quad \text{Mean rate of rotation tensor} \\
\phi & \quad \text{Constant for the } rk\varepsilon \text{ model} \\
\sigma_i & \quad \text{Constant for the mixture fraction model} \\
\sigma & \quad \text{Stefan-Boltzmann constant } = 5,7\times10^{-8} \text{ (J/s/m}^2\text{/K}^4\text{)}
\end{align*}